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- 2) Knowledge
On April 18, 2017, Facebook announced React Fiber, a new core algorithm of
. React framework library for building user interfaces.

_________________________________________________________________________________________________________________________________________________________________________________

B Abstract

e Created a dataset annotated with 4 sentence types

2 Knowledge-based Dialogue Response

e Exp.l: Classification task using some models,

and the best model had an accuracy of 88Y% | did a little dabbing myself in web dev, it's really fun!\

FaceBook also announced React Fiber, a new coree Hallucination

-algorithm, you may want to check that out as well!

 Sentence | | ) Our Label

| did a little dabbing myself in web devit's really fun! (iii)

e Exp.2: Classification models” accuracy improves as
the number of training data Is Increased

§ Background

Sentence 2 Our Label
: : , . FaceBook also announced React Fiber, a new coree (iv)
e [actual Ity of dlalogue responses IS an open Issue algorithm, you may want to check that out as well!

e Previous study to detect/reduce hallucinations,
defined as responses not based on given knowledge'!

| Dataset Construction

. , | 1. Wizard of Wikipedia®@ responses are split into sentences
@ Our Goal: Achieve both attractiveness and factuality P P P

§ ldea

® txpressing personal opinions and feelings Is also
crucial for dialogue systems

2. Four labels were annotated by three Yes/No questions

Label Explanation

# of sample

(|) agreement, disagreement, interjections 141 (10.7%)

(i1) suggestions, advice 110 (8.4%)

® Dialogue dataset annotated with a new label
indicated whether a factual correctness judgment
was required

540 (41.0%)
526 (39.9%)

(i11) subjective opinions, personal thoughts

(IV) objective information

| Experiments

Exp.1 Detecting response Not requiring factual judgement Exp.2 Relation between train data amount and accuracy

Models: GPT-4, Llama 2, 76, DeBERTa v3,,.., etc.

) - _ Llama 2Chat 7B DeBERTa v3large
Metrics: Accuracy, Precision, Recall, F1-Score 7
model architecture fine-tuning Accuracy Precision Recall F1-Score g \ ncreases g‘

GPT-3.5 decoder X 57.73 58.17 96.74 72.65 = d 3

g o7s erabl g o7s
GPT-4 decoder X 57.73 5899 89.13 71.00 < Y < /
lama 2chst 78 decoder X 58.99 5860 1000  73.9 Increases
_lama 2cnst 78 decoder v 8833 9153 8804 8975 grad ual |y
DeBERTa v3wse  encoder v 8675 8583 8195 8385
ROBERT atarse encoder v 8423 8739 7293  795] : :
BERT iarse sncoder v 8328 8077 7895  79.85 frain bata Amount frain bata Amount

€2 Further accuracy is expected using more data

Examples: predicted wrongly when the amount of train
data I1s small but predicted correctly when it 1s large

€ Highest accuracy by Llama 2, ., 75 with fine-tuning

Decoder models without fine-tuning almost predict
"Not Requiring Factual Judgment®

1) It was first documented all the way back to 1481.
2) Toews is great,

n fine-tuning have higher he was the third overall pick in the 2006 NHL draft.

y lower Recal

(9 Encoder models wit
Precision and slight

(5 By training, model can predict “factual judgment is
required” when proper nouns or dates are present

§ Future Work

e Collect large-scale data and improve the performance of classification models
e Clarify the reason for the sudden increase in accuracy when the number of training data exceeds 300

e Apply classification models to dialogue systems
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