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Experiment

Proposed Method

BackgroundAbstract
• Cases was observed where the LVLM 
doesn't follow task instructions without
showing the instruction-following ability
that LLM had before it was incorporated.
[Fu+, ‘23]

• We observe that existing Visual Instruction
Tuning datasets often do not include
instructions regarding output format.

• Creation of fine-tuning datasets with instructions on output format
• For the first time, quantitatively demonstrated a decrease in LVLM’s 
ability to follow instructions after fine-tuning

• The presence or absence of instructions regarding the output 
format at the time of fine-tuning is likely to have a significant
impact on the LVLM's ability to follow instructions

Create (Visual) Instruction Tuning Datasets Create Datasets for Evaluation of 
Instruction-Following Ability

• Following Li et al. [Li+, '23], we performed
verbalizer manipulation on each of
the nine binary classification datasets
(SST-2, FP, EMOTION, SNLI, SICK, RTE, QQP, MRPC, SUBJ)
to construct evaluation datasets.

• Define 3 label systems according to
the consistency between the semantic
representation of the label and the contextual 
knowledge at the time of fine-tuning.

LVLM Components :
・Llama 2-Chat 7B ・CLIP ViT-Large/14 ・1 Linear Layer

• In “Unnatural", all LVLMs were below their base LLM (Llama 2-
Chat 7B).

※ "All" indicates the macro average of F1 for "Natural", "Neutral", and "Unnatural".

Quantitatively confirmed the decline
in LVLM’s instruction-following ability✔

Influenced by the presence or absence of instructions
regarding the output format in the fine-tuning datasets✔

• LVLM FOVIT is higher F1 score than LVLMNoFOVIT.
• LLM FOIT is higher F1 score than LLMNoFOIT.
• Suggests that explicitly giving the instructions on output format
can suppress the decline in the instruction-following ability that
the base LLM possesses, regardless of modalities.


